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Abstract 1 Introduction

Several authors (e.§anter et al.[1996]; Hegerl et al.
Using a coupled atmosphere/ocean general circulatj@997]; North and StevenfgL998]; Tett et al. [1999];
model we have simulated the climatic response to natdegerl et al. [2000]; Stott et al.[2000]) have carried
ral and anthropogenic forcings from 1860 to 1997. Thaut studies in which they claimed to have detected sig-
model, HadCM3, requires no flux adjustment, and hagicant changes in temperature either at the surface or
an interactive sulphur cycle, a simple parametrisatiomthe free atmosphere. On decadal timescales or longer
of the effect of aerosols on cloud albedo (first indihey attributed changes over the last 30-50 years to an-
rect effect) and a radiation scheme which allows e#iropogenic rather than natural effects whether exter-
plicit representation of well-mixed greenhouse gasemlly forced or due to internal variability. Most of these
Simulations were carried out in which the model wastudies used a variant of the optimal fingerprinting al-
forced with: changes in natural forcings (solar irradgorithmHasselmann1993; North et al, 1995; North
ance and stratospheric aerosol due to explosive volcaan Kim 1995;Hasselmann1997;Hegerl and North
eruptions); well-mixed greenhouse gases alone; t1897;Allen and Tett1999].
pospheric anthropogenic forcings (tropospheric ozoneTett et al. [1999] (T99 from hereon) andbtott
well-mixed greenhouse gases and the direct and firsté- al.  [2000] (S00 from hereon) computed re-
direct effects of sulphate aerosol); anthropogenic forsponses from the Atmosphere/Ocean General Circula-
ings (tropospheric anthropogenic forcings and stratien Model (AOGCM) HadCM2)ohns et al. 1997]
spheric ozone decline). to solar, volcanic, greenhouse and the direct anthro-
Using an “optimal detection” methodology to exampbo9enc sglphate forglng. They compared the re-
: sponses with observations of surface temperature using
ine temperature changes near the surface and throu;gﬂu- - | hodol d luded that nat-
out the free atmosphere we find that we can detecf'patlo temporal methodology and concluded that na

. . ural causes alone could not explain observed changes
the effects of changes in well-mixed greenhouse gases

other anthropogenic forcings and natural forcings. ThIn Surface temperature from 1946-1996. HadCM2 in-

these have all had a significant impact on tem er%ﬁjded an ocean model with a resolutior2af” x 3.75°
9 P PETEAd needed a flux adjustméno keep the control simu-

ture. We estimate the linear trend in global-mean ne"fgfion stable and its climate close to the current climate.

surface temperature from well mixed greenhouse ga?tefsepresented all greenhouse gases as equivalept CO

to be0.9+ 0'2.4 K/ce_ntury, offset by cooling from O.therand the direct effect of sulphates as changes in surface
anthropogenic forcings of.4 + 0.26 K/century giv- albedo

ing a total anthropogenic warming trend@®% + 0.15 . :
9 pogen 9 b i . Barnett et al.[1999] compared simulations from sev-
K/century. Over the entire century natural forcings give . : .
; eral different models with observations and found that
a linear trend close to zero. Observed surface temper- . : : . :
. : : ere were cases in which simulated linear trends in
ature changes are generally consistent with our simula-

tions but the simulated tropospheric response, since Hﬁerthern_summer temperature were |ncon5|stent_ with
1960s, is about 50% too large. 0 servatl_ons_. Most of those models used a S|mple
parametrisation of the effects of sulphate aerosols sim-
Our analysis suggests that the early"2@entury ilar to that used in HadCM2. However they found that
warming can best be explained by a combination tife amplitude of the “sulphate” component computed
warming due to increases in greenhouse gases and fratn a single simulation of ECHAM4 (a model with a
ural forcing, some cooling due to other anthropogeniepresentation of the indirect effect of aerosols and an
forcings, plus a substantial, but not implausible, contiiateractive sulphur cycle) was, in one case, inconsistent
bution from internal variability. In the second half ofwvith observations. If this result were confirmed by other
the century we find that the warming is largely causadodels, which include physically based parametrisa-
by changes in greenhouse gases, with changes in $iols of the direct and indirect effect of sulphates, then
phates and, perhaps, volcanic aerosol offsetting apprthe hypothesis that sulphates alone have significantly
imately one-third of the warming. Warming in the troeffset greenhouse gas warming would be unlikely to be

posphere, since the 1960s, is probably mamly due lUlFquadjustments are artificial fluxes of heat and water which vary

anthropogenic fquings with a negligible contributiof, space and throughout the seasonal cycle but are constant from year
from natural forcings. to year and in all the HadCM2 simulations.




true. 2 Simulations

_ ) ) ) _ The control simulation for HadCM3QONTROL) has
~ The aim of this paper is to examine the contribysonstant, near pre-industdalforcing and we use the
tions of natural and anthropogenic forcings to teMrst 1200 years of the simulation in our analysis. Four
perature change during the ‘2@entury using a new gnsembles with different external forcings were carried

AOGCM, HadCM3[5ordon et al. 2000; Pope et al. oyt using HadCM3. Each ensemble consisted of four
2000]. HadCM3 has 19 atmospheric levels with a reggnulations. The ensembles are:

olution of 2.5° x 3.75" and the ocean component has

3? Iev;els W't.h a resolytlon OI‘.25 x 1|2t5 ) tln a(lj-d GHG The simulations were forced with historical
ition to an increase in oceanic resolution it includes ., o< 'in well-mixed greenhouse gases.

many improvements on HadCM2 which have removed

the need for a flux adjustment. HadCM3 represents the . A \Turo The simulations were forced with
radiative effects of C&) NoO, CH,, and some of the o naes in well-mixed greenhouse gases (as
(H)(C)FCs individually. The direct effect of sulphate GHG), anthropogenic sulphur emissions and their

aerosol is now simulated using a fully interactive sul- implied changes to cloud albedos, and tropo-
phur cycle scheme that models the emissions, transport, spheric ozone

oxidation and removal of sulphur species. The first in-

direct effect of sulphate aerosdifomey 1974], which ANTHRO As TROP-ANTHRO except from 1974
was not represented at all in HadCM2, is now modelled stratospheric ozone decline was included.
using a relatively simple, non-interactive technique.

NATURAL The simulations were forced with the solar

The control simulation is stable for multi-century irradiance timeseries dfean et al.[1995)] and a

integrations and the temperature variability near the tlmese.nes of gtratosphenc aerosol due to exploswe
surface, though not in the free atmosphere, compares v_olcanl(_: eruptions3ato etal, 1393]. Both forcing
well with observationglollins et al, 200(]. HadCM2 timeseries have been extended to 1997.

and HadCM3 show similar global-mean temperature re- o N

sponses to increases in greenhouse gases during'the 2drour sets of initial conditions to start ti@HG, AN-

and the 21 centuries but HadCM3 shows less tropicdlHRO andNATURAL ensembles were taken from states
warming than HadCM2 due to changes in details of t#d CONTROL separated by 100 years. Note that, for ex-

physics parametrisationsflliams et al, 2000]. ample, the firstGHG and NATURAL simulations use
the same initial conditions. All simulations except

TROP-ANTHRO start in 1/Dec/1859 and the twelve an-

We present an analysis based on changes in néhrepogenic simulations ended on 30/Nov/1999. The
surface temperature change from 1897-1997. In ordésTURAL simulations were integrated to 30/Nov/1997.
to compare results with earlier work using HadCMmitial conditions forTROP-ANTHRO were taken from
we also consider changes in near-surface temperatdretHRO on 1/Dec/1974.
on 50-year timescales as in T99 and S00, and changes
in the temperature of the free atmosphere on 35-year )
timescales Tett et al. [1996] (T96 from hereon) and2.1 Forcing factors

Allen and Tet{1999] (AT99 from hereon)). Well-mixed greenhouse gasesCOs, CHy, N,O and

six (H)(C)FCs (CECly, CFCE, CF,CFH,, CHR:CI,

The rest of the paper is organised as follows. Firsf2CICFCL and GHF;) were included with constant
we describe the simulations, radiative forcings and ofi2ss mixing ratios everywhere. Historical values were
servations. We then describe the simulated respondg&gd to 199Gbchimel et al.1995]. From 1990 to 2000
and compare them with observations. Next we descrith@ preliminary B2 SRES (Special Report on Emis-
the detection and attribution methOdOIOQY' In SeC“O” > 2The concentrations (ppbv) used for the well-mixed greenhouse
we show the results of the analyses and in section 6 %es are: CQ 289600, CH: 792.1 N,O: 285.1. The (H)(C)FCs
conclude. all had zero concentrations.




sion Scenarios) scenafiovas usedflakicenovt et al, the two aerosol distributions. This set of offline runs

2000]. Seedlohns et al[2000] for more details. was used to generate a timeseries of three-dimensional
changes in cloud albedo caused by the indirect effect.
These fields were then annual-averaged, linearly inter-

Sulphates In the ANTHRO and TROP-ANTHRO polated in time, and used in the HadCM3 simulations

simulations, the model's interactive sulphur cyclg, ,,ify the albedo of the clouds so as to simulate the
scheme (described idones et al. [1999]) was used indirect effect.

to compute_the distribution of anthropogenlcy sulp_ha_teln the HadCM3 simulations the radiative forcing
aerosol, which was then passed to the model's radlatl(%l

. . e to the indirect effect is about 60—70% of that in
schemekdwards and Slingal996] for computation Of.the atmosphere-only simulations used to compute the

its direct radiative effect. No natural emissions were i Ihedo perturbations because the meteorology is differ-
tcrluded, r?sriwe a|s§u:ned :hat Itr\l]ve natur:atl tr)ilckgroun eft in the coupled and atmospheric simulations. Cloud
oposp eric suiphale aeroso gs co s_a. ' albedo perturbations applied to a region in HadCM3
Estimates of the anthropogenic S@missions were i *nlike the HadAM3 simulations, has no cloud,
taken fromOrn et al. [1996] for 1860-1970, the clearly have no effect. In areas where the coupled

GEIA 1B dataseft for 1985 and the Qrelimipary I::)Cgimulation has cloud but the atmosphere-only simula-
SRES datasets for 1990 and 2088kicenovt et al, tion does not, there will again be no albedo perturbation

iooa] ?jnd _ILne_arIy |fnter|pﬁlated betwle_en_ thGSE t'(rjn plied, as clouds are needed in the atmosphere-only
s the distribution of sulphate aerosol is influenced QY 1avion to generate this perturbation.

the height at which S©emissions occur, we assumed A separate studypnes et a).1999] using HadAM3
that a fraction of the emissions originate from elevated . . . .

. ) . Wwith an improved cloud microphysics parametrisa-
sources such as power station chimneys. This fraCtlﬁggn[Wilson and Ballard 1999] driven by both natu-
depends on location and from 1985 onwards is P& and anthropogenic sulphur emissions, suggested that

scribed using the information in the GEIA 1B datase},.
- model has roughly half the near-surface concentra-

Before 1950 it is assumed to be zero, and between 1 . .

jon of anthropogenic sulphate aerosol, compared with

and 1985 the fractlc?n is linearly interpolated in time. data from an European network (EMEP). This implies
CON.TROL had flxe_d CIO[.Jd dr_oplet number CONthat the direct forcing due to anthropogenic sulphate is
centrations and our ;lmulatmns included only anthrgesq a1 in reality. However, because the size of the
pogenic sulphur emissions. 'I_'hus we computed t irect effect is related non-linearly to the difference
indirect effect of anthropog.emc_sulphgtes on cloygy veen the natural background and anthropogenically
gllbedo using two sets of offline S|mulat|qns of a mo yerturbed aerosol, underestimating the true aerosol con-
ified version of HadAMS (the atmospheric componeit, i ation could increase (less natural background) or

of HadCM3). _BOth sets of §|mulat|ons used Preseffacrease (smaller increase in aerosol) the indirect forc-
day concentrations of well-mixed greenhouse gases an

seasonally varying SSTs. The first set used anthro= . S .
. . More details on the parametrisation of the direct and
pogenic emissions of sulphur for 1860, 1900, 1950, ,. )
) imdirect effects of sulphates in HadCM3 can be found
1975 and 2000, as well as natural emissions, to com-
R Johns et al[2000].
pute annual-mean distributions of sulphate aerosols for

these years. The second set of offline simulations was

run with the radiation scheme being called twice Usiﬁgopospheric ozone Three dimensional fields of
aerosol distributions calculated by the preViOUS set %nth'y-mean tropospheric ozone were Computed us-
simulations as input to these two calls. These aeroggy the STOCHEM chemical modé&pliins et al,
distributions change the three-dimensional distributia®mg7] for 1860, 1900, 1950, 1975, 1990 and 2000.
of cloud albedo by affecting the cloud droplet concenmjues of ozone between those years were interpo-
trations seen by the radiation scheme. The drﬁ:erenﬁ?ed by assuming |inearity between increases in ob-
in cloud albedo between the two radiation calls is @rved methane concentration and modelled tropo_
measure of the indirect effect of the difference betwe@Bheric ozone for each month in the year. Esti-

3Differences between any of the SRES scenarios only occur fromates of historical anthropogenic emissions of NO

2000 on but as we use linear interpolation to obtain intermediate vén-o’ CH,, and \(OC.:S were Obtained by SF:aling the_ir
ues then our “historical” values will be affected by the 2000 valuespresent day emissions to the estimated time variation




of NO, emissions ofDignon and Hameed1990]. posphericanthropogenic forcings reaches a maximum
Biomass burning emissions were estimated by assuwmatue of almostl.5W/m? in 2000. The difference be-
ing they were proportional to population. Below théwveen the two is due to a strong negative forcing from
mean model-diagnosed tropopatiee anomalies from stratospheric ozone decline. Using 1998 conditions we
STOCHEM's pre-industrial values were zonally avefound that the forcing due to stratospheric ozone was
aged, interpolated to HadCM3's levels, and then added.5 & 0.1W/m?. When we repeated these calculations
to the HadCM3 pre-industrial values. Ozone concentnasing a fixed tropopause the ozone forcing increased to
tions above and on the tropopause were set to estimatéd3W/m?. We plan to investigate this difference in
pre-industrial values. more detail in subsequent work.

. Natural forcings from about 1910 to 1950 show a
Stratospheric ozone From 1975 to 1979 half the : : : : :
.~ general increase due to an increase in solar irradiance
SPARC trenddRandel and Wu1999] of stratosphencg

nd a lack of large volcanic effects after the 1912 Kat-
ozone, for each month of the annual cycle, were adc%] J

N | le of industrial b th i eruption. Apparent in this timeseries is the solar
0 annuai cycie of pre-industrial 0zone above the MEaRy, 4,4 large negative excursions due to the eruptions

model-diagnosed tropopause. After 1979, when straB “Agung (1963), EI Chichn (1982), Pinatubo (1991)

spheric ozone decline is believed to have accelerat Hd ;
. other volcanoes. Pinatubo causes the largest
the full SPARC trends were added. Ozone mass m'x'ﬂggative forcing of the 30 century with, in 1991 9

ratios belowl0~"" were set td.0~ " an annual-average global-mean forcing-e.5W/m?
which, when added to a solar forcing of approximately
Volcanic aerosol The updated timeseries of volcanig 5\w/m?2, gives a total natural forcing of-2W/m?2.
aerosol depth due tBato et al.[1993] was distributed The forcing due to volcanoes in HadCM3, after strato-
above the model tropopause assuming a uniform mag$eric adjustment, is approximately 20 V§/per unit
mixing ratio. Note that the tropopause was diagnosggtical depth, less than the 30 Wirtwithout adjust-
as the simulations proceeded, not prescribed as for fient) per unit optical depth quoted Hyacis et al.
ozone changes. [1992]. This suggests a high degree of uncertainty in
radiative forcing due to volcanic aerosol. Total natural
Solar irradiance changes Changes in solar irradi-and anthropogenic forcing shows a complex structure
ance, as estimated dyean et al. [19953], were ap- with a general slow increase until the 1960s after which
plied to the model by varying the “solar constant” in thtotal forcing is approximately constant though punctu-
model’s radiation scheme with the changes spread oaégd by volcanic eruptions.
the solar spectrum followinggean et al.[1995]. This ) ) )
allows for the effects of ozone absorption but not for the 1 "€ negative forcing due to the direct effect of

possibly larger effects due to changes in ozbtaifh, sulphates is very small and largely balanced by
1994;Haigh, 1996]. the small positive forcing due to tropospheric ozone

changes (Fig. 1(a)). There are two large negative forc-
) . ings: that due to the indirect effect of sulphate aerosols
2.2 Simulated forcings and that due to stratospheric ozone. Both of these are

Simulated forcings were computed for the various fapighly uncertaingchimel et al.1995]. With the excep-
tors, using a diagnosed tropopause whose height ggﬁl_of stratospheric ozone our computed anthropogenic

change (see Appendix B for details). The forcing dfg'cings are all within the ranges quoted Bghimel

to greenhouse gases reaches a maximum of more LA [1995]-
2 Wim* by 2000 (Fig. 1(a)). By contrast, the t0- Ten.year smoothed natural forcings (Fig. 1(b))
tal anthropogenic fc;rcmg_ reaches a maximum of apsached their maximum value in the 1950s and then fell.
proximately 0.8W/m=, while the forcing due tdro- The 1960s are a period with small total forcing and the
4The tropopause was diagnosed using a simulation of HadANM®gative smoothed natural forcing due to two large trop-
forced with historical SSTs and ice (similar to thatRepwell[1998] jcal volcanic eruptions: Agung and Fernandina. Total
using HadAM2b) for the period 1860-1997. The tropopause was Watural and anthropogenic forcing reached a local max-
agnosed at every point and every radiation timestep, using the same =, . ; .
lapse rate criteria used in The Met. Office operational forecast mod@UM in the 1950s which according to our calculations
which are based on the WMO rules for reporting observations. ~ was only exceeded towards the end of th& 26ntury.




2.3 Observed datasets and data processmosphere was trilinearly (pressure, longitude and lat-
ing itude) interpolated to the three-dimensional observed
grid and discarded where there was no observed data.
We compare the results of the model simulations witfje then processed the simulations and observations by
an updated version of the surface temperature datgf€t removing the 1971-1990 mean, zonally averag-
of Parker et al. [1994] and with the HadRT2.1s ra+ng (requiring that there be four longitudes with data
diosonde temperature dataset — an updated versiofp@fsent in any zonal band) and then computing the dif-
Parker et al.[1997]. Radiosonde data from the Indiaference between 1985-1995 and 1961—-1980. Unlike
subcontinent (6(E — 90°E, 0 —30°N) was removed T96 and AT99 simulated data had the observational
because of apparent problems with its quality and thgsk applied and the 1971-90 normal removed before
remaining data corrected for known changes in instr@onal averaging. This change in processing had little
ments by comparison with co-located MSU d&atker impact on the signals and tended to reduce slightly the
etal, 1997]. variability of the annual-average zonal-mean tempera-
Annual averages of both the surface and radiosongdeesfCollins et al, 2000].
datasets were computed from monthly-mean temperachanges in surface temperature observed over the
ture anomalies. At each location we required there $@ntury show warming (Fig. 2(a)) over most of the
be at least eight months of observations; otherwise Wgrid with, in general, land warming more than the
discarded the annual-mean value. ocean, central Eurasia and Canada warming most and

The annual-mean surface observations weggoling occurring in parts of the North Atlantic to the
decadally averaged, with periods ending in 1997. F&suth of Greenland and Iceland.

each decade we required that there be at least S years §fhe  free atmosphere changes show cool-

data; otherwise the decadal-mean value was discardgg. (Fig. 2(b)) in the stratosphere and warming in
In our analysis of surface temperature we considgle troposphere. The cooling extends down to 500
changes on 50-year and 100-year timescales USH{y above the Arctic — far below the reanalysis
decadal data with the 50-year or 100-year averaggpopause. The tropospheric warming is uneven with
removed. Locations in the observations at which legsmaximum warming of 0.6K occurring at about 50
than three (five) decades were present were omitlgely aimost no warming at 38. Differences between
in the 50 (I00)-year analysis. This data was th§Re observations shown here and that of T96 (see their
filtered, using spherical harmonics, to remove scalggy 2p) are due to the continued development of the
below 5,000 km (T99, S00). Harmonics were furthggdiosonde dataset and removal of data from the Indian
weighted by1/v/20+ 1 (I is the total spherical har-g,p_continent.
monic wavenumber) to give each spatial scale included
equal weightbtott and Tett1998]. Simulated data was
decadally averaged, bilinearly interpolated in Iatituds _
and longitude to the observational grid. Simulated data Model and Observed Tempera
was discarded where there were no observational data ture Responses
and then processed in the same way as the observations
were. Annual means of global-mean temperature from the en-
When computing global-mean timeseries we first téemble averages (Fig. 3) show that the simulated re-
linearly interpolated (latitude and longitude) simulateshonses are all inconsistent with the observations. From
annual-mean near-surface temperature data to the thle-1920s until the 19508HG warms less than the ob-
servational grid, discarding simulated data where thegervations. From the 1940s onwards it begins to warm
were no observational data. As the observed data arel by the end of the #Dcentury has warmed more,
anomalies relative to 1961-90 we computed the 196dver the century, than the observations. Addition of
90 climate mean for each simulation and the obsenailphates and ozone ®HG, giving ANTHRO, delays
tions, removed it and computed global-means. In ordée simulated warming until the 1960s. From then till
to show changes relative to the beginning of the centuhe end of the centurANTHRO, TROP-ANTHRO and
we removed the global mean time-average for 188fke observations warm at approximately the same rate.
1920 from each timeseries. The small differences betweelNTHRO and TROP-
Annual-mean simulated data from throughout the a&NTHRO suggest that stratospheric ozone changes have



little impact on near-surface temperature despite ttrepopause rises, its pressure falling by 50 hPa. The
large differences in radiative forcing (Fig. 1). We bedata over Antarctica is insufficient to tell if this occurred
lieve that this small response is due to the stratospheriaeality. However, the observed Arctic cooling down
ozone forcing being concentrated over Antarctica. to 500 hPa is not present in any of the ensembles.
Natural forcings, in our simulations, produce a gen- Qualitative comparison of our ensembles with the ob-
eral warming from the 1910s, until the eruption ofervations suggests thANTHRO is the most similar
Agung in 1963. After this the observations warm while the observations (compare Fig 5(c) with Fig 2(b)).
the subsequent eruptions of El Chichand Pinatubo As all the anthropogenic ensembles are quite similar in
CcoO0l NATURAL. the troposphere it appears that increases in greenhouse
The patterns of simulated response from th€ 8én- gases and stratospheric ozone decline are the most im-
tury are shown in Fig. 4. All three anthropogenic erportant contributors to temperature changes in the free
sembles GHG, TROP-ANTHRO and ANTHRO) pro- atmosphere.
duce more warming over land than over the $8&lG
has the most warming of these ensembles and warms . . .
more than the observations. In tBHG ensemble the 4 Detection and Attribution
Arctic warms most while the North Atlantic and large Methodology
regions of ocean in the southern hemisphere warm con-
siderably less than the global average (Fig- 4@)-  one of the main problems in attributing climate change
THRO and TROP-ANTHRO are in reasonable agreey, possible causes arises from the difficulties in esti-
ment with the observations (Fig. 2(a)), and both warfjating the radiative forcing and climate response due
less thanGHG especially in the mid-latitudes of they, gitferent forcings. In particular, there are large un-
northern hemisphere where the sulphate cooling will Bgainties in the overall magnitude of the climate re-
large. NATURAL shows no distinctive signal, probablySloonse to a given forcing due, for example, to uncer-
because there is little change in natural forcing betwegfities in climate sensitivity or the rate of ocean heat
the start and end of the century (Fig. 1). uptakeKattenberg et a).1996]. The size of the forc-
We now examine temperature changes throughul 4ssociated with many of the factors other than well
the atmosphere_ between the decade 1985-1995 andqq d greenhouse gases, notably aerosols, is also un-
twenty year period 1961-1980. All three anthropogenig,tainghine et al. 1995]. To reduce the impact of
ensembles have similar warming in the troposphefRese uncertainties, we use a methodology first pro-
greatest warming in the upper tropical troposphere aggsaq byHasselmanti1979] which has been shown to
warm more in the northern hemisphere than the Sojg'é' a form of multivariate regression (AT99). This as-
ern (Fig. 5). The upper tropical troposphere and soullsmes that the observationg fnay be represented as a

ern hemisphere warm more @HG than in TROP- |inear sum of simulated signalX) and internal climate
ANTHRO while high northern latitudes warm less. Th@ariability ():

latter could be due to the effects of tropospheric ozone
or to internal climate variability. Neither simulation y=X3+u @
cools the stratosphere or upper troposphere as much as
the observations (Fig. 2(b)). Inclusion of stratospheric where; is the scaling factor, or amplitude, that we
ozone decline iMNTHRO produces large stratospheri@pply to thei™ signal ;) to obtain the best fit to the
cooling (of up to 6K over Antarctica), especially in higlpbservations. In this paper the signals are ensemble
latitudes, which brings this ensemble into better agreaverages from the simulations described earlier. Any
ment with the observations (Fig. 2(c)). Unlike the arerrors in themagnitudeof the forcing and climate re-
thropogenic simulation8IATURAL warms in the trop- sponses are allowed for through scaling the model re-
ical stratosphere, probably due to the 1991 Pinatugponsesx;) by the signal amplitudess). Errors in the
eruption, but has little temperature response in the tigatternsof forcing and response are not taken into ac-
posphere. count by this procedure. The valuesivhich give the
The boundary between cooling and warming is clobest fit (the best-estimate valg to observations, us-
to the tropopause in all ensembles except over Antaiiag the standard linear regression approach are (AT99):
tica in ANTHRO (Fig. 5). In this ensemble the cool-
ing over Antarctica extends down to 500 hPa and the B=XICHX) " IXTCyly = FTy 2



whereCy is the covariance matrix of natural varithe appropriate ensemble-average. The covariance ma-
ability (£(uu?)) estimated, in our case, from simulatrix used to compute uncertainties is computed by mul-
tions of coupled-atmosphere ocean GCMs. We do riglying V (53);;, inflated by/(1+ 1/m;)(1 + 1/m;)
normally have enough data to accurately estimate tileapproximately compensate for signal-noise, by the
inverse covariance matrixXC(;') so we estimate its in- trends of the™ and ;" ensembles.
verse from a truncated representation of it based on it<Covariance matrices are estimated from intra-
leading eigenvectors. Simulated and observed data @ngemble variability (i.e. variability within the ensem-
also filtered by projection onto these eigenvectors. ble) and fromCoNTROL. To obtain these estimates we
Both the observations and signals include internal clirocess data in exactly the same manner as we do the
mate variability (noise) which leads to uncertainty iobservations and simulations giving thén egn. (1). In
B. We estimate uncertainty ranges (the 5-95% rangiéour analyses realisationsafwere overlapped by ten
unless stated otherwise) fhusing its covariance ma-years. When computing covariance matrices from intra-

trix (AT99 andMardia et al.[1979]): ensemble variance we remove the ensemble average
o and scale each realisation by a factongfm — 1)/m
V(3) = FTCy,F, (3) wherem is the number of ensemble members.

In Section 5 we analyse changes in near-surface
temperature on 100-year timescales (century) and on
50-year timescales (50-year), and changes in zonal-
mean temperature throughout the atmosphere (free-

detection This tests the null-hypothesis that the ofatmosphere). The two near-surface analyses examine

served response to a particular forcing or comighanges in time and in space while the free-atmosphere

nation of forcings is zero. We do this by COmpu[@malysis looks at spatial changes over a thirty-five year

ing the two-tailed uncertainty range abgtiusing Period (Section 2.3).
V() and testing whether it includes zero. Rejec- For both the 50-year and the free-atmosphere anal-
tion of this null and a positive value ¢f; implies YSiS We use intra-ensemble variability from tBHG,
ANTHRO andNATURAL ensembles to estimatey and
data fromCONTROL to estimateCy,. Any signifi-
amplitude-consistency This tests the null-hypothesiscant differences betwedty andCy, would reduce the
that the amplitude of the observed response is cgrower of the optimisation algorithm (i.e. increase un-
sistent with the amplitude of the simulated reesertainty ranges) but would not introduce a bias in the
sponse. We do this by computing the two-tailegstimated signal amplitudes.
uncertainty range about usingV(/3) and testing  For the century analysis we believe that nine reali-
whether it includes unity. In this test we inflat&ations of century timescale variability from the intra-
V(B):; by afactor ofy/(1 + 1/m;)/(1 + 1/m;) ensemble variability of HadCM3 is not enough to gen-
to compensate for sampling noise in the signalsrate a sufficiently reliable estimate Gfy. There-
wherem,; andm; are the ensemble sizes. Failuréore we use control and intra-ensemble variability from
of this test means that the simulated signal amptive ensembles of HadCM2 (S00) to estiméte while
tude is inconsistent with the observations. Whedy, is estimated using HadCM3ONTROL and intra-
we report consistency with unity, we mean that énsemble variability from theGHG, ANTHRO and
is neither greater than nor less than unity at a givTURAL ensembles.
confidence level.

whereCy, is an estimate of (uu’’) using data which
is statistically independent of that used to estinate
We perform two related tests:

detection.

Unless otherwise stated, results are reported as 9gl ~ Consistency
nificant if the relevant null-hypothesis can be reject
at the 5% level. All reported uncertainty ranges are
95%.

The best estimate of the temperature trend (or a?\?/m
other linear diagnostic such as change in global-mean n -
temperature), due to a forcing factor, is the product R2 Z (yi — Zj=1XUﬂj) . (4)
of the signal amplitude and the trend computed from

Ve test that the best-estimate combination of signals is
consistent with our linear statistical model (Eqn 1) by
puting the residual sum of squares:




wherei is an index over the ranked eigenvector&af, turbations to the first solar simulation in each ensem-
j is an index over signals andis the number of eigen-ble. Similarly the three HadCM3 ensembles were all
vectors used to filter signals and observations (see sititialised from the same HadCM3 control. 100-year
section 4.3 for details). segments may not be completely independent of one an-
In the case of noise-free signd® has a distribution other. Uncertainty in the dof of , is relatively unim-
that lies betweefy?(x—n))/x andF(k—n, v;) where portant: halving the dof used in our statistical tests in-
vy is the dof ofCn,. We use the F distribution at thecreases the uncertainty ranges by 4%. The estimated
90%, rather then the 95%, level to test for consistendpf of C is used to determine the maximum allowable
As anad hoccorrection for noise in the signals we scalguncation (see below) and so we explore the sensitivity
R?by1/(1+ s), and assume that it is still has the sam&f our results to truncation.
distribution, wheres is:

i ) , 4.3 Truncation
s=) (Bi/mi)

Pl If Cv is an ordem x n matrix, then where possible, we

perform all analysis at the smaller of its dof and If
andm; is the number of ensemble members in the the consistency test all further analysis is carried out at
ensemble. The justification for thisd hocscaling is this truncation £). All data is then filtered by projection
that the expected difference between the observati@nso the leading: eigenvectors of . If the test fails
and the best-estimate response would be larger by a facthis truncation then we carry out the analysis at the
tor of \/1 4 s due to the noise in the simulations. Inargest truncation at which the test passes and explore
the case of signals (and observations) with high signgke reasons for the test failure.
to-noise ratio we verified this scaling by Monte-Carlo Our estimated dof are somewhat arbitrary as are the
tests. criteria we use to determine truncation. Therefore we

explore the sensitivity of our results to truncation.

4.2 Estimated degrees of freedom for co-
variance matrices 4.4 Degeneracy

In order to compute uncertainties and truncations Weée used the same three empirical tests as T99 and S00
need an estimate of the degrees of freedom (dof) toftest for signal degeneracy or co-linearity (see pages
the covariance matrices we compute. These matri@k—-248 ofMardia et al. [1979]). These three tests
are computed from various different datasets and thgive empirical estimates of the number of independent
dof is the sum of the dof of the individual datasetsfactors” in the signal combination. We conclude that a
For CoNTROL the estimated dof, assuming maximallgignal combination is likely to be degenerate if the max-
overlapped data, is the number of non-overlapping rieaum value of those three tests is less than the number
alisations multiplied by 1.5Allen and Smith{1996]; of signals being considered.
S00) and rounded down to the nearest integer. Foif two signals are degenerate, the usual consequence
each ensemble the estimated dof is the number of n@that uncertainty ranges are large. Then there are likely
overlapping segments in a single simulation multipliedmplitudes far from the best-estimate amplitudes. It is
again, by 1.5, rounded down to the nearest integer aaldo likely that neither signal is individually detectable,
then multiplied bym — 1 (to account for removal of thesince a range of linear combinations are equally con-
mean). sistent with the data including those which assign zero

The estimated dof for the two covariance matricesnplitude to one signal or the other. However, specific
used in our analysis are shown in Table 1. Note thambinations of these signals may easily be detectable
the estimated dof 0¥ (3) is that ofC v, . and have smaller uncertainty ranges.

The estimated degrees of freedom for the century
analysis (see Table 1) may be over-optimistic as the ;
individual HadCM2 ensemble members were all inilz‘-"5 Transformations
tialised from the same 1700-year control. Furthermovee assume that the three anthropogenic sigrialsG,
the last three simulations of each of the two solar eANTHRO and TROP-ANTHRO) are linear combina-
sembles were initialised by applying small random peiens of the following physically-based signals:



G Response to well-mixed greenhouse gases alone.wherex is the truncation. When the “signak’; is pure
Gaussian noiséSNR)? has an expected value of 1 and
is distributed similarly toR? of Section 4.1 (between
(x3(k))/k and F(k,v2)). We use a F-test at the 90%
level to determine if there is significant noise contami-
O Response to both stratospheric and troposphenation.

ozone changes.

S Response to sulphates (indirect and direct) 5 Detection and Attribution of Ob-
namely, served Temperature Changes

Or Response to stratospheric ozone changes.

Os Response to stratospheric ozone decline.

GHG =G 5.1 Changes in near-surface temperature

ANTHRO =G+S+0 =GSO on century timescales

TROP-ANTHRO =G+ S+0r =GSOr. ) ]
We now examine changes in near-surface temperature

The amplitudes and covariance matrices of the@m 1897-1997 using both spatial and temporal infor-
physically based signals are given by a linear transfépation. For most of the 20century TROP-ANTHRO
mation of the original amplitudes and\gjw) see Ap- and ANTHRO are identical and therefore we use the
pendix C for details. For example, suppose we modafter in subsequent analyses. We transform the am-
the observations as a linear superposition of@¢G Pplitudes of GHG and ANTHRO to obtain amplitudes

andANTHRO simulations: of G (greenhouse gases) a8 (sulphates and ozone)
~ B as described in Section 4 and Appendix C. Tests for
Y = XGHGOGHG + XAnTHROSANTHRO- degeneracy suggest that we can reliably estimate the

amplitude ofG, SO and NATURAL signals simultane-
Beng in this equation is not simply the estimated anpusly (Table 1). Thus all further analysis is done using
plitude of the greenhouse response. It isaldéitional  this combination of signals.
greenhouse response we need to add to the bestit  The filtered observations (see Section 4) contain
servations. In this case the amplitude of the greenhoygg residuals are consistent with those expected from

and “other anthropogenic” signals is: ConTRoL (Fig. 6(a)) at all truncations. All three sig-
~ ~ ~ nals are detected (Fig. 7 left) demonstrating that all have
?G = @ANTHRO + Bere had a significantimpact on changes in near-surface tem-

fso = [Banthro- perature over the 20century. Furthermore, the ampli-

tudes are all consistent with unity—the model is con-
~ sistent with observations on decadal timescales and on
In this example, the variance i is equal to the sum continental to global spatial scales.

of the variances g andBanturo- Signal-to-noise ratio is large for the anthropogenic
signals but small foNATURAL (Table 1) suggestingitis
4.6 Signal-to-noise significantly noise-contaminated. Though our detection

of NATURAL is probably robust, its estimated amplitude

Amplitude uncertainty ranges, and particularly the upanges, and in particular the upper range, are sensitive
per bound, estimated from signals with a low signale this noise contaminatioAflen and Stott2000].

to-noise ratio are likely to be incorreétlen and Stoft e reconstruct the global-mean temperature changes
2000] We use the following summary statistic for thRom the best-estimate signal amplitudes and simulated
™ signal to give us some guidance when this may bgsponses (Fig. 8). Well-mixed greenhouse gases and
occurrlng other anthropogenic effects (largely the indirect effect
. of sulphate aerosols) almost balance giving a total an-

(SNR)?2 _my Z thropogenic warming of approximately 0.1K from the

CNM beginning of the 20 century to the 1960s. There-
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after anthropogenic effects warm the planet by apprgxegenic signals. Consequently the uncertainties in the
imately 0.5K. From the 1950s onwards natural and alinear trends (Fig. 9) due tNATURAL are independent
thropogenic non-greenhouse gas forcings each causeom those due t&OandG.
cooling of about 0.1K. Together they offset about 0.2K One “technical” issue in optimal detection is the
of the estimated 0.6K warming due to greenhouse gaségenvector truncation used. Our results are insensi-
over the same period. tive to truncation for both detection (the light grey inner

While Fig. 8 shows the best-estimate combinatiorgions in the top row of Fig. 11 do not include zero)
of signals, it is even more important to consider uand “amplitude-consistency” (the black outer regions
certainty ranges. These are most easily summarisedude one).
in terms of linear trends (Fig. 9) over selected peri- If we omit the effect of stratospheric ozone decline,
ods (the entire century, 1897-1947 and 1947-1997by replacingANTHRO with TROP-ANTHRO, we find
see Section 4 for details.) Over the™@entury an- little change in the residuals and only small changes
thropogenic forcings cause a warming trendodf + in the amplitudes. Elimination of stratospheric ozone
0.15K/century. The trend due to greenhouse gasesdispletion causes a slight reduction in the cooling at-
0.9+0.24 K/century while the remaining anthropogenitributed to other anthropogenic effects from 1947 on-
factors cool at a rate @f.4 £+ 0.26 K/century. Over the wards which, in this analysis, is compensated for by a
century natural forcings contribute little to the observesinall increase in cooling due to natural forcings.
trend.

During the early century greenhouse gases and ngty  gensitivity to processing and variabil-
ural forcings cause warming trends of about 0.2 to ity estimates
0.3 K/century while other anthropogenic factors pro-
duce negligible cooling trends (Fig. 9). Over the lagh this subsection we explore the sensitivity of re-
half of the century greenhouse gases warm the dults from the previous analysis to details of the data-
mate at a rate ofl.7 + 0.43 K/century with natural processing and to increases in the magnitude of the sim-
forcings (largely volcanic aerosol) and other anthredated climate variability. We consider the following
pogenic factors (mainly the indirect effect of sulphatgases:
aerosols) both causing an estimated cooling trend of
about0.3 + 0.2 K/century. Thus, since 1947 changeblo-weight Here we did not apply the weighting of
in aerosol concentrations (anthropogenic and natural) 1/+/20 + 1 to the spherical harmonics.

have off | hird of the greenh warm- I .
ina; e offset at least a third of the greenhouse gas alndex Rather than projecting simulated and observed

The uncertainties in the signal amplitudes are cor- data onto spherical harmonics three indices were

related due to internal climate variability in both the co:n[;)urted n_d tthhe %Iort;ﬁl rivﬁr?gie’ r;[hf I?nr}g te;rr:—
observations and the signals. The joint confidence re- be ?hu € ﬁ . eh orthern-hemisphere us the
gions allows us to examine how uncertainty in one am- southern-nemisphere.

plitude affects the uncertainty in another. We find thgb.year Rather than doing the analysis for the century

all three simulated signals are simultaneously consis- e carried out the analysis on two 90-year seg-
tent with the observations (i.e. the point (1,1,1) iswithin  ments (1897-1987 and 1907-97).

the three-dimensional uncertainty ellipsoid) as are any

combination of two signals (i.e. all the solid ellipses in In the 90-year 1907-97 and Index sensitivity studies
Fig. 10 include the point (1,1)). The uncertainty ellipsee find that the simulations and observations are incon-
for the two anthropogenic signals has a strong tilt shoaistent (Section 4.1) at the largest truncations we con-
ing that these signals are highly correlated. Thus largieler (Fig. 6(b)). Therefore we truncate at the largest
values ofG are consistent with large values $0i.e. truncation that are consistent with the observations (Ta-
the observations require a larger greenhouse gas wabhe-1). We carry out both 90-year analyses at the trun-
ing to accompany a stronger cooling from sulphatesation determined by the 1907-97 case.

Over the century there is little tilt between the natu- We repeat these analyses and the century case at half
ral and either of the anthropogenic signals. Thus ¢he largest truncation to see if our results are insensi-
rors in the amplitude of the natural signal have littlave to truncation. Thus, including the “normal” data-
impact on the estimated amplitude of the two anthrprocessing at truncation 20, we examine a total of nine
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sensitivity studies giving ten cases in all. At these trunse the same signal combinaticdd SONATURAL) as
cations the filtered observations contain at least 80%usfed in the century analysis and find evidence of sig-
the observed variance (Table 1), except in two casesnal degneracy during 1927-77 and 1937-87 (Table 1).
The SNR for the anthropogenic signals is alwaykhe residuals are consistent with the variance computed
larger than two suggesting little noise contamindom CONTROL at almost all truncations and all peri-
tion (Table 1). By contrast, SNR foMATURAL is close ods (Fig. 6(c)).
to one and in half the cases is not significantly different The effects of well-mixed greenhouse gases and
from that expected by chance. There is evidence of s@her anthropogenic effects are detected in all six 50-
nal co-linearity (see Section 4.4) in three cases (Tabley®ar periods with amplitudes always consistent with
meaning that results in those cases may be sensitivaeibity (Fig. 7). Natural effects on climate are only de-

small changes in the signals. We find: tected during the 1907-57 period (Fig. 7) whereas the
amplitudes are consistent with unity only in 1897-47,
e Gis detected in all cases (Table 2). 1907 57, and 1927-77.

the two periods of significant climate
Ehange (1907-57 and 1947-97) we consider how
robust our results are to changes in truncation. De-
o NATURAL is detected in all but two cases. tection of both the anthropogenic signals during these
periods, unlike the natural signal, is largely robust to
All amplitudes are consistent with unity (Tatruncation (Fig. 11). All signal-amplitudes are consis-
ble 2). Therefore we conclude that our detection amght with unity except during 1947—97 fOIATURAL at
amplitude-consistency results are robust to changesaintruncations ands for truncations below 13.
both processing and truncation. The best-estimate amBest-estimate global-mean temperature changes and
plitudes are, however, more sensitive to these choiegsnds (Section 4) are proportional to the amplitudes
with Bnaruras €Xtending from 0.60 to 1.1153c vary- shown in Fig. 7. Thus we can compare best-estimate
ing from 0.77 to 1.03 angso ranging from 0.49 to changes and trends from the 50-year and century anal-
0.89 (Table 2). yses by comparing their amplitudes. The 50-year anal-
Our claims of signal detection all rely on simulategses produce smaller natural changes than the century
internal climate variability. We compute how much thanalysis except in the 1907-57 period. Cooling from
model variability need be increased to prevent the dgilphates and ozone is about the same in both cases
tection of the signals all the cases considered abowgile greenhouse gas warming is less in the 50-year
The simulated variability needs to be inflated by 2&nalyses from 1927 onwards (Fig. 7). Thus total an-
to 4.4 to nullify our detection of greenhouse gases (Téropogenic changes and trends are generally smaller in
ble 3) (an increase in variance of 5 to 19). Howevehe 50-year analyses than in the century analysis.
detection of the&5SandNATURAL signals is much less  Only in the 1907-57 analysis do natural forc-
robust. Here an increase in variability by 40% (i.e. dangs make a substantial contribution to temperature
increase in variance of 2) is enough to stop detectiontgénds (Fig 12). Furthermore the the temperature trend
GSandNATURAL in half the cases considered. due to anthropogenic forcings is close to zero. In this
period amplitudes, and hence temperature trends, of all

5.3 Surface temperature changes on 50-hree signals are also very similar to the century analy-

rtim I sis (Fig. 7). _ .
year timescales In the 1907-57 analysis the difference between the

We now examine changes on 50-year timescales to lagst estimate and the observed trend (residual) is largest
low comparison with the HadCM2 results of T99 andf all the periods considered (Fig. 12). The residual is
S00. Six 50-year periods, each of five decadal meassll consistent with our estimated internal climate vari-
are considered: 1897-1947, 1907-57, ..., 1947-97.aKility and so could be due to internal climate variabil-
least 85% of the observed variance (Table 1) is capy alone. It could also be, partly or wholly, due to ob-
tured in these periods. Unlike the century analysis teervational error, error in the forcing timeseries, some
signals are generally not significantly noise contanather forcing not considered in our analyses, model er-
nated (Table 1), though the signal-to-noise ratio is bt or noise in the signals. T99 found a large residual
low 1.5 for NATURAL and ANTHRO before 1937. We in their GS SoL analysis (see Fig 2(b) of T99) in the

e SOis detected in all but two cases, both at half th
maximum truncation.
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1906-1956 period suggesting that this result is robustttan that ofHoyt and Schattefil993]. The total an-
using the solar timeseries bioyt and Schattefil993], thropogenic changes for 1947-97 are similar to those of
neglecting the effect of volcanos and use of a differefi®9. However our analysis has less “sulphate” cooling
model. Hegerl et al. [2000g] found that observational and greenhouse warming than T99 — compare Fig. 13(b)
error was much smaller than internal variability. Thiwith Fig. 1(c) of T99.
suggests that the large residual is probably due to interThe linear trend and uncertainty range for each signal
nal climate variability. are comparable with those computed by T99 (compare
Thus the 1907-57 warming is best explained byFg. 2 of T99 with Fig. 12). As in T99 the total anthro-
combination of natural forcings (an increase in solar ipogenic warming trend is only greatly different from
radiance, a lack of large volcanic forcing and a recoxero in the 1947-97 period. There is more greenhouse
ery from earlier volcanic forcing), near-zero responsewarming and sulphate cooling in our analysis than in
total anthropogenic forcingnd a large warming from T99 (compare Fig. 12 with Fig. 2(a) of T99) in all but
internal climate variability. If correct this suggests thahe 47-97 period. Thus, while the total anthropogenic
a large part of the early century warming is due tow@arming estimate here (using HadCM3) is similar to
combination of natural forcing and natural internal varthat of T99 and S00 (using HadCM2) the partitioning
ability. In other words it is naturally caused. In oumnto warming from greenhouse gases and cooling from
simulations “sulphates” offset most of the greenhousg¢her anthropogenic forcings is different.
warming prior to the 1960s. If this were not the case Finally, as in the earlier century analyses we omit
then we would be likely to have smaller residuals aritle effect of stratospheric ozone decline and repeat our
thus estimate a smaller contribution from internal clanalysis. We find that the residuals are similar except
mate variability to the early century warming. during 1947-97 when the fit to observations is too good
The model is consistent with the observatiorfer truncations greater than 17. Though the same sig-
in the two 50-year periods of significant climat@als are detected, the amplitude Gfis significantly
change (1907-57 and 1947-97). In these periods #maller than unity in the 37-87 and 47-97 analyses
uncertainty ellipses for the two anthropogenic signatseaning that the simulated response is incorrect. We
are strongly tilted showing that these signals are higtdyso find that anthropogenic aerosols and tropospheric
correlated (Fig. 10). The natural and anthropogenic sigeone offset less greenhouse warming in 1947-97 than
nals are less correlated. In 1947-97 the tilt is such thmtr original 50-year analysis. As the near-surface tem-
a larger amplitude of th& signal requires a larger am-perature responses MINTHRO and TROP-ANTHRO
plitude of theNATURAL signal, whereas the ellipse isare similar then some of our results may be sensitive
weakly tilted in the opposite direction in the 1907-5% noise contamination. Alternatively they may be sen-
period. The natural and anthropogenic signals are la#tsve to the highly uncertain ozone forcing.
correlated in the century analysis than in either of the
50-year analyses. Therefore the former analysis is bst—4
ter at discriminating between natural and anthropogenic
forcings than the latter. All three signals are simulAle now examine the difference between the 10-year
taneously consistent with the observations (the poidnal-mean from 1986-1995 and the 20-year zonal-
(1,1,1) is inside the three dimensional ellipsoid cermean for 1961-1980 as in AT99.
tred on/3) in all periods except 1917—67. Earlier we showed that the changes in the free at-
We can compare our results with those of T99 amdosphere simulated ByJROP-ANTHRO andGHG are
S00 though our experimental design differ from theirsimilar. We therefore do not useHG in this analy-
For example we included the effects of ozone while thejs, examining combinations GfROP-ANTHRO, AN-
did not. Unlike T99 and SO0 we detect anthropogerniciRO and NATURAL. This assumes that the relative
influences in all 50-year periods considered. Our damplitudes of th& andSO; responses are asTROP-
tection of a combined solar and volcanic effect on clANTHRO. To separate the impact of stratospheric ozone
mate during 1907-57 corresponds to their detectionddcline from all other anthropogenic effects we trans-
a solar influence during 1906-56. There are differendesm the amplitude of thefROP-ANTHRO and AN-
in the warming during this period (compare Fig. 13(a)HRO signals to give amplitudes @&SQ; (all anthro-
with Fig. 1(b) of T99), some of which may be due t@ogenic forcings except stratospheric ozone decline)
use of the solar forcing dfean et al. [1995q] rather andOg (stratospheric ozone decline on climate)—see

Free atmosphere changes
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subsection 4.5 and Appendix C for detalils. the best-estimate warming fro®SQ; is similar to the
In the three-signal case the maximum truncation fitered observations (Fig. 15(a)) in the troposphere.
Cy is seven. For truncations beyond this the ratio of
the residual to control variance is three to five times .
too large (Fig. 14(a)). At truncation seven the fil® Summary and Conclusions
tered observations contain 48% of the observed mass-
weighted variance (Table 1) compared to 71% at trufMe have presented results from a set of simulations of
cation 36 (the truncation we believe the largest we cht@dCM3. It has a physically based interactive sulphur
reasonably consider given the estimated do€qf — cycle, a simple parametrisation of the first indirect ef-
Table 1). fect of sulphate aerosolBjvomey 1974] and a better
The SNR for the two anthropogenic signals is resadiation scheme than its predecessor, HadCM2, allow-
sonably high (Table 1), while the SNR for the naturding explicit representation of well-mixed greenhouse
signal is less than one. gases. HadCM3 has higher resolution in the ocean than
TheGSOr Og andNATURAL case has residual vari-HadCM2 and additional changes were made to the at-
ance consistent witEoNTRoL for all truncations less mospheric component of the model. These changes
than or equal to seven (Fig. 14(a)). Detectiofs&0;;, have removed the need for flux adjustments to keep the
but not of Og or NATURAL, occurs at those trunca-model stable for multi-century integrations
tions (Fig. 14(b)). While the amplitudes @5 and  We forced the model with “historical” changes in
NATURAL are consistent with unity the same is ndreenhouse gas concentrations, sulphate emissions, tro-
true of GSOr which has a best-estimate value of 0.6pospheric and stratospheric ozone, solar irradiance
This suggests that the simulated tropospheric respoabanges and changes in volcanic stratospheric aerosol
is about 50% stronger than the observed response. in four ensembles each of four simulations. Total sim-
Failure to detecNATURAL does not rule out the pos-ulated anthropogenic forcing is almost constant from
sibility of a significant natural influence on climate. Th&980 onwards due to a strong negative forcing from
simulated signal is weak and noise contaminated asitiatospheric ozone decline. Despite this, ensembles
so our failure to detect it does not strongly rule out theith and without ozone decline warm at similar rates.
possibility of some process which preferentially ampliFhis negative forcing due to ozone is outside the range
fies the response to solar or volcanic forcing. Furtheruoted bySchimel et al. [1995] and is partly due to
more there remains the possibility that natural effeatbanges in tropopause height. Therefore, we plan to in-
may have an influence on shorter timescales. For aestigate both forcing and response in more detail in a
ample the stratospheric warming associated with volcsbsequent publication. Other anthropogenic forcings
noes and possible links between changes in the uppeg within the range quoted [Bhine et al[1995].
tropospheric circulation and the solar cycle eSglby ~ We found that the effects of well-mixed greenhouse
and Callaghar{2000]; Hill et al. [2000]. gases, other anthropogenic effects (largely the indirect
Above truncation seven the residual variance is agffect of sulphate aerosols), and natural causes (solar
proximately three to five times larger than that@dN- irradiance changes and volcanic eruptions) could be de-
TRoL (Fig. 14(a)) and we now consider why this mightected in the record of surface temperature change dur-
be. The observations filtered by these leading sevieg the entire 2% century. The best-fit combination of
eigenvectors do capture the gross features of the tropwaulations was consistent with observations during the
spheric warming (Fig. 15(a)). However, at this trunca&entury and in all 50-year periods we considered. We
tion, the filtered observations do not show the observddtected both anthropogenic signals in all six 50-year
stratospheric cooling (Fig. 2(b)) as seen more clearlyperiods we investigated. We also detected the response
the difference between the raw and the filtered obstw-natural forcings in the 1907-57 period but this was
vations (Fig. 15(b)). The raw observations are coolaot robust to some technical details of the analysis.
in the stratosphere and approximatélyiK warmer  We found that the early 2Dcentury warming can
throughout large regions of the troposphere than the explained by a response to natural forcings, a large
filtered observations. Therefore our failure at truncaarming, relative to other factors, from internal climate
tions greater than seven is probably due to the simulatediability with the effect of greenhouse gases largely
stratospheric variability being too small though grosseing balanced by other anthropogenic forcings. Dur-
signal error cannot be ruled out. At truncation seveng 1907-57 we found that there was negligible net
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anthropogenic warming with the effect of greenhougerced climate variability. After inflating the simulated
gases largely being balanced by other anthropogewéaiance by a factor of five we still detected the effect
forcings. Therefore, in this period, the warming wasf greenhouse gases though not other factors.

largely naturally caused. Reconstructions of temper-Before 1979 there is little direct measurement of the
ature changes, using proxy indicators, of the last 56Banges in solar irradiance and thus considerable un-
to 1000 yearsTrowley, 2000;Mann et al, 1998] sug- certainty in its timeseries. For example we could have
gest that the observed warming in this period is unusused the timeseries éfoyt and Schattefil993] rather
ally rapid. If our analyses are correct, in attributing than Lean et al. [1995a]. There is also some uncer-
largely to natural causes, this was an unusual natuighty in the forcing from explosive volcanic eruptions.
event. We believe that further investigation of this p&-acis et al. [1992] quote a forcing from volcanoes of
riod is needed. 30 W/n? (without stratospheric adjustment) per unit

The late century warming was largely explained byerosol optical depth. We find a forcing of 20 W/m
greenhouse gases offset by the effect of volcanic aergset unit aerosol optical depth once we include strato-
and the indirect effect of anthropogenic aerosols. Ovarheric adjustment. In the century analysis we found no
the entire century natural forcings make no net contribewidence that the model’s response to natural forcings
tion as they warm early in the century and cool from theas incorrect but found several 50-year periods when
1960s on. Greenhouse gases warm at a rai)af0.24 it was. As we only carried out simulations with total
K/century while other anthropogenic forcings cool at matural forcing we were not able to explore differential
rate of0.4 + 0.26 K/century giving a total anthropgenicerror in the solar and volcanic forcings.
warming of0.5 + 0.15 K/century. European surface observations indicate that the

On 50-year timescales our results are generally simiodel has about half the anthropogenic sulphate
lar to that ofTett et al.[1999] with similar total anthro- aerosol concentrations observed. Non-sulphate aerosols
pogenic warming. We find more warming from greersuch as black carbon have not been taken into ac-
house gases and cooling from sulphates and ozone tbaunt. Since black carbon exerts a positive forcing and
Tett et al.[1999] in all periods except the 47-97 periodthere should be a strong correlation between the spatial
when we find less sulphate cooling. Thus the total aand temporal distributions of sulphur and black carbon
thropogenic warming is robust to using HadCM3 rathemissions from fossil fuel combustion, this may mit-
than HadCM2 but the contributions from different facgate the effect of the underestimated direct sulphate
tors are less so. forcing. Furthermore, the bulk of the negative radiative

We detected the effect of other anthropogenic forforcing (offsetting the effect of the well-mixed green-
ings on the radiosonde record of temperature charfymise gases) is due to the first indirect effect of sul-
in the free atmosphere from 1961-95 but with a simphate aerosol on cloud albedo, the magnitude of which
lated tropospheric response about 50% too large. Wextremely uncertailchimel et al.1995] as is the im-
found no evidence of a climatic effect from stratopact of underestimating anthropogenic sulphate aerosol
spheric ozone decline nor a natural effect on the freencentrations on it. We have not included the second
troposphere. Analysis on shorter timescales might dedirect effect which increases cloud lifetirddbrecht
tect the influence of volcanic eruptions and the solar c§989] which could be of similar importance to the first
cle. indirect effect.

The most crucial caveat in our work is that the vari- In our simulations stratospheric ozone decline pro-
ability we use to compute uncertainty limits is deduced a strong negative forcing but a weak near-surface
rived from simulations. Analysis of the free atmotemperature response. If we neglect this forcing we find
sphere suggests that the simulated stratospheric vHrat the simulated response to greenhouse gases is sig-
ance is too small by as much as a factor of fivaificantly overestimated in the 1937-87 and 47-97 pe-
Collins et al. [20008] compared the variability of sim- riods.
ulated summer near-surface temperatures fooN- We have not considered the effects of other forc-
TROL with a proxy temperature dataset from circa 1406gs such as changes in land-surface properties and
to 1950. These results suggest that the internal variangi@eral dust which could have effected climate. Nor
of HadCM3 is two to three times smaller than the varirave we considered the effect of observational error on
ance estimated from the proxy data but at least somar results which may be significant for the radiosonde
of the differences may be due to neglect of naturaltiatafGaffen et al.2000]. Finally we have not explicitly



considered the effect of noise in the signals. In the cefppendix A
tury analysis the natural signal has a low signal-to-noise

ratio so that its estimated amplitude is biased towards

zero and the computed uncertainty ranges are prob&-y

bly too small. Work is in progress to investigate theCy,

effects of such contamination. Nevertheless our results

strongly suggest that anthropogenic forcings have beéefi

the dominant cause of temperature changes over the |d&t

30 to 50 years. X

m;
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Notation

Best-estimate scaling of simulated signals.
Covariance matrix used for optimisation.
Covariance matrix used to estimate uncer-

tainties.
Estimated dof ofC .

Estimated dof ofC .

Matrix of simulated signals. Each column is
a signal.

Observations.

Covariance of3.

Truncation applied t@ .

Size ofi™ ensemble.

GHG

ANTHRO

TROP-ANTHRO

NATURAL
CONTROL

Simulated response to well-mixed green-
house gases.

Simulated response to greenhouse gases,
sulphates and ozone.

As ANTHRO but without stratospheric ozone

decline. _
Simulated response to natural forcings.

Control simulation.

G
S

Or
Os
(@]

Response to well-mixed greenhouse gases.
Response to direct and first indirect effect of
sulphates.

Response to tropospheric ozone

Response to stratospheric decline.
Response to changes in stratospheric and
tropospheric ozone.
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Appendix B

Financial support to carry out the simulations and fund
SFBT, PAS, GSJ, DCH, AJ, CEJ, DLR, DMHS and
MJW was provided by U.K. Dept. of Environment

Combined response to changes in well-
mixed greenhouse gases, sulphates and tro-

pospheric ozone.
Combined response to changes in sulphates

and ozone. )
Combined response to changes in sulphates

and tropospheric ozone.

Computations of Ra-
diative Forcings

Transport and the Regions contract PECD 7/12/d%adiative forcing at the tropopause varies due to
JFBM, WJI and TCJ were all supported by the U.kchanges in the composition of radiatively active sub-
Public Met. Service Research contract. MRA was suptdnces such as G@nd aerosols and also in the climate
ported by a Research Fellowship from the U.K. Natur8f the stratospher€chimel et al. 1995;Hansen et al.
Environment Research Council. Supplementary sup297]. In this appendix we derive an expression that
port was provided by European Commission contrzR#OWs Us to calculate it and then show how the forcing
ENV4-CT97-0501 (QUARCC). The help and encout¥as computed for each component.

agement of Geoff Jenkins during the work reported hereRadiative forcing A F) is defined as:

is gratefully acknowledged as is the contribution of the

many colleagues who developed HadCM3. AF = F(S1,R1) — F(So, Ro) (5)
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where I is the net flux across the tropopausgjs due to changes in the stratospheric temperature and the
the stratospheric climate amd is the composition of change in height of the tropopause) was computed us-
the radiatively active substances. States are labelled the first three terms. The first term was diagnosed in
1 (perturbed state e.g. current concentrations of )JCHhe main simulation, the second term diagnosed by call-
and 0 (reference state against which forcing is conmg the radiation code twice in the same simulation and
puted e.g. pre-industrial concentrations of JH the third term from a reference simulation. Note that
We can rewrite Eqn. (5) as: the tropopause height, which has adjusted to the forc-
ing factors, will be different from that in the reference
simulation. We computed the instantaneous forcing as
(6) outlined earlier.
Note that Egn. 7 could be rewritten as:

AF = AsF(Ry) + ARF(Sl)
where we define:

AsF(Ro) = F(S1, Ro) — F(So, Ro)
| AF = FY(S1, Ry) — FY(So, Ro) + AgF'(S1) (8)
an
i.e. the difference in downward flux between the
forced and control simulationglus the instantaneous

From the perturbed simulations we diagnosed the f#?ange in upward flux.
stantaneous forcingz F'(S1)) by calling the radia- Variations in tropopause height are not normally con-
tion scheme twice. In one call the Changes in forcir%dered in radiative forcing calculations. We believe
agents were app||edl{(1)' and in the other the forcingthat this effect should be included to the extent that
agent was kept at its pre-industrial compositidty), the height of the tropopause changes due to changes in
After both calls the increments from the first call werthe stratospheric climate. Tropopause height can also
then applied to update the model state with radiativary systematically due to changes in the troposphere
diagnostics stored from both. The instantaneous fogd is thus part of the climate system’s response. Most
ing was then computed as the difference in total flux @ our computations of radiative forcing use experi-
the tropopause (diagnosed by the model at each pdlnts with fixed SSTs so, to first order, any changes
and timestep) between the two calls. This differs froifi the tropopause are due to changes in stratospheric
Schimel et al[1995] who compute instantaneous forcclimate (or noise).
ing from AR F(Sp). Forcing were diagnosed as follows:

We computed the adjustment of the forc-
ing (AsF(Ry)) as the change in downwardGreenhouse gase#A 15 month simulation of
flux (AsF}(Ry)) at the tropopause with any change in ~ HadAM3 using climatological SSTs was car-
the upward flux being considered part of the climate ried out with twice pre-industrial values of GO
system’s response, not its forcing. Then we have: and the total forcing diagnosed from the last
12 months of that simulation. The reference
state used current concentrations of L£LOThe
forcing was then scaled Hyg [CO,]| to obtain the
time-dependent forcing. Ford® and CH single
timestep simulations with each individually and

ARF(S)) = F(S1,R1) — F(S1, Ro)

AsFY(Ry) = F(S1, Ro)
= FYS1,Ry) — ARFL(S))

_FL(S(% RO)
—F4(Sy, Ro)

This then gives the total radiative forcing:

Adjustment

AF = FYS1,R)) — ARFY(Sy) — F4(Sy, Ro) +
ArF(S1) (7)
N———
Instantaneous

We compute total radiative forcing from this equa-
tion. The adjustment to the forcing (the change in flux

with both were carried out. The forcing for each
independently was scaled by the square-root of the
concentration and the overlap factor computed as
Shine et al[1990], scaled to match the simulation
in which both gases were included. The forcing
from (H)(C)FCs is calculated from th8chimel

et al. [1995] values rescaled to give agreement
with instantaneous forcing diagnosed from the full
model and then to allow for a small stratospheric
adjustment.



Sulphates Single-year re-runs of sections of the first

Ozone Seasonally varying ozone for the years 1860,
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good coverage of the diurnal cycle over a month.
In these simulations there may be some feed-
backs on the stratosphere, and thus on the adjusted
fluxes, from changes in tropospheric temperatures
but, as the near-surface temperature changes are
generally small (Fig. 3(d)) we neglect them.

HadCM3ANTHRO simulation were used to diag-
nose forcing due to both the direct and indirect
effects. These re-runs were carried out for the
years 1860, 1900, 1950, 1975 and 2000. Three
calls were made to the radiation code: the first
call had the direct effect of sulphates removed, and
in the second the cloud albedo perturbation w. . .

not applied. The third call was used to evolve tl‘ﬁppendm C Transformations
model simulation as in the standard HadCM3 run,
and so had both effects included. Forcings weygle
then computed from the differences between the- )
first and third calls (direct forcing) and the second GVeNn
and third calls (indirect forcing), and linearly in-
terpolated in time. No account was taken of strato-
spheric adjustment in these calculations.

use the linear transformatiof, to transformX to

X'=XAand X' =X =y

then

X(AB') = X
1900, 1950, 1975, 1990 and 2000 usedAiN- thus

THRO simulations were used to force several sim-
ulations of HadAM3. Each simulation used sea-
sonally varying climatological SSTs and the ozone
values (both tropospheric and stratospheric) for
one of the years and was integrated for three years.

©)

For example,

(G, SO NATURAL) =

All other climate forcings were set to thHeoN- 1 -10
TROL values. Data were discarded from the first(GHG’ ANTHRO, NATURAL) 0 10
year of each integration to allow the stratosphere 0 01
to adjust and forcings computed as earlier. Thet

stratospheric adjustment was computed by differ-

encing the average downward tropopause fluxes @G 1 1 0 @GHG
from a 10-year_ contrql simulation using the same Bso = 01 0 BanThrO
SSTs but “pre-industrial” ozone values. BaruraL 0 0 1 BuaruraL

Similar computations were done for tropospheric . i
and stratospheric only ozone changes for 1975,and S|m.|larly for the otherFransfprrpatlons we use.
1990 and 1998 conditions. Forcings were then lin- To obtain tkle _transformatlon for(5) pre-multiply
early interpolated in time. In 1998 we found globélz'qn' (2) byA™" giving:

averages of the instantaneous forcing toOke!
W/m?2, the adjustment forcing to be0.57 W/m?

-175 —1gT
and the total forcing to be0.53W/m?. If the cal- ATE = AilFTy
culations are done with a fixed tropopause then g AT Fy
the instantaneous forcing s10W/m? and the ad- thus
justment is—0.41W/m? giving a total forcing of FT — AT
—0.31W/m?.
Natural Forcing was computed by setting the refer-
ence values of volcanic aerosol, solar irradiance V(3) = FTCy,F
and its distribution across the solar spectrum to — AETCy FA-LT
their control values and calling the radiation code a Nz
once every 15 hours throughout the coupled simu- = A*1\~/(B)A*1T (20)

lations. Sampling the forcing every 15 hours gives
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Figure 1: Global-mean forcing
a) Annual mean radiative forcings fadBHG (red), Figure 2: Observed temperature changes
TROP-ANTHRO (purple), ANTHRO (green) and the .. .
NATURAL (blue). Anthropogenic forcings are showr?)' Observed .changes in_near-surface tgmpera-
relative to pre-industrial times, natural forcing relative. (1977-97 minus 1881-1920). A contour interval
to itts time rFr)1ean ’ g of 1K is used from -4K to 4K with additional contours

; . at+0.5K and+0.25K.

The total forcing computed by summing tN&ATURAL b): Observed changes in zonal-mean tempera-
and ANTHRO forcings is shown in black. Also shown_ ’* ) .

. . . tLge (1985-95 minus 1961-80). A contour inter-
is the total forcing due to sulphates (solid orange), an . ;

. : - val of 0.1K is used with every second contour la-
the direct(dot-dashed orange line) and indirect (das%e led from —19K to 12K The black line de-
orange) eff_ects; total ozone changes (pale green Iinﬁz es the zonal-.mean poéitién of the tropopause from
tropospheric ozone changes (dashed pale green I|{P1 NCEP/NCAR reanalysis for the period 1985-
and stratospheric ozone changes (dot-dashed green | )using data provided by the NOAA-CIRES Cli-
with the latter two only being shown for the perio mate Diagnostics Center, Boulder, Colorado, from
1975-1998. ) ' ' '

b) 10-year smoothed forcings faBHG, ANTHRO, http://www.cdc.noaa.gov/

NATURAL and the total forcing (colours as above).
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Trop—Anthro
Global mean change: 0.49 K

Natural
Global mean change: 0.08 K
== —<_ 5 - - ~05.°3
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Figure 4: Simulated 20century temperature changes.
Temperature difference (K) between the 20-year average 1977-1997 and the 40-year average 1881-1920 for the
four ensemblesGHG (a), TROP-ANTHRO (b), ANTHRO (c), andNATURAL (d). Note these plots show thaw
model data (i.e. without the observed mask). All other details are as Fig.2(a).
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Figure 5: Simulated zonal-mean temperature differences

Differences (K) between 1985-1995 and 1961-1980 for the four ensemBl§ (a), TROP-ANTHRO (b)
ANTHRO (¢) andNATURAL (d). White lines show the position of the mean tropopaus€é inTrROL while the
dashed white line in (¢) shows the mean position of the tropopause in a atmosphere only simulation with 1990
stratospheric ozone. The maximum difference between the two lines is approximately 50 hPa. All other details
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Figure 3: Global-mean near-surface temperatures os- o
changes % oo -
Near-surface changes in global-mean temperature, reld- | e e
tive to the 1881-1920 mean for the observations (thick ' : P unaion 2 ®
black line) and the ensemble-mean of tBdG(a),
TROP-ANTHRO(b), ANTHRO(c) and NATURAL(d) Figure 6: Residual variances for surface analyses

simulations (thin black line). The maximum and miniratio of the residual to control variance using a loga-

mum range from the individual simulations is shown ifthmic scale (solid line with triangles) for the century

gray. analysis (a), four sensitivity studies (b) and all six 50-
year analyses of surface temperature (c). Also shown
in is the 10-90% values of the ratio under the null hy-
pothesis thaCoNTROL and residual variances are the
same (solid lines with + symbols). Note tH@dNTROL
variance has been inflated (see Section 4.1 for details).
Bold symbolds show values outside these limits.
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Figure 7: Signal amplitudes and uncertainties

Amplitudes and uncertainty ranges for 100-year analy-
sis and all 50-year analyses f6r(left red error bar with
asterisk), SO (centre green error bar with diamond),
NATURAL (right blue error bar with triangle). The er-
ror bars show the 5-95% uncertainty ranges for “detec-
tion” (inner) and “amplitude-consistency” (outer). The
best-estimate signal amplitude is shown as a symbol at

the centre of the bar.
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Figure 8: 100-year best-estimate reconstruction of near-
surface temperature changes

Reconstruction of temperature variations for 1897—
1997. Observed (solid line with squares), best-
estimate (heavy dashed line) changes and best-estimate
contributions from G (dotted line with asterisks),
SO(dotted line with diamonds\NATURAL (dotted line
with triangles). Also shown is the best-estimate to-
tal anthropogenic contribution (dot-dashed line with
crosses). All timeseries were reconstructed from data
in which the 100-year mean had first been removed.
The grey region centred on the observations shows the
uncertainty range due to internal variability (two sigma
decadal variability computed fro@y, ).
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Figure 9: Linear trends from century analysis

Best-estimate  linear trend and uncertainty

ranges (K/century). Symbols as Fig. 7 with the

addition of total anthropogenic trend (x), total trend (+)

and observed trends (square). Symbols show best-
estimate trend whilst error bars show the 5-95%

uncertainty range inflated to allow for four member

ensembles.
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Figure 10: Joint confidence regions

. . . ... Figure 12: 50-year linear trends and uncertainties
90% joint confidence regions for the 1897-1997 (solid), g y

1907-1957 (dashed) and 1947-1997 (dot-dashed) fragkt-estimate linear-trend and uncertainty
G SO NATURAL analysis. ~ Shown are the tWoyanges (K/century) for 50-year timescale analysis.
dimensional confidence regions 16rSO(a), G NATU-  cglours and symbols as Fig. 7 with the addition
RAL (b) andSONATURAL (c). Points inside the ellipseqf of total anthropogenic trend (pale blue x), total

are consistent witki1, 1). trend (black +) and observed trends (black square).
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Figure 11: Signal amplitudes and uncertainties, as a =7 57 =7 ©y & 57 # By &7 @&
function of truncation, for near-surface analyses.

The best-estimate amplitudes (solid line), 5-95% “dEigure 13: 50-year best-estimate reconstruction of near-
tection” uncertainties (light-grey shading) and 5-95%urface temperature changes

“amplitude-consistency” uncertainties (thin band of ) ] o
black) are shown for the 1897-1997 analysis (tGFSt-estimate reconstruction of temperature variations
row) and two 50-year analyses (1907—1957 and 194fRL 1907-1957 (&) and 1947-97 (b). As Fig. 8 but re-
1997) (bottom two rows) foB (left column),SO(centre constructed from data from which the 50-year mean had
column) andNATURAL (right column) as a function of first been removed.

truncation.
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Figure 15: Filtered observations
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Shown as a function of truncation are the best Observed changes in zonal mean temperature filtered
estimate amplitudes (solid line), 5-95% “detectiory Projection onto the leading seven eigenvectors of
uncertainties (light-gray shading), 5-95% “amplitud&N- A contour interval of 0.1 is used with dark (light)
consistency” uncertainties (thin black shading) f&hading for values above (below) 0.3K (-0.3K) and the

GSOr (b) andOg ().

zero contour drawn bold.

b: Raw observations minus (a) (i.e. what the filtering
removes). A contour interval of 0.1K is used with
dark (light) shading for values above (below) 0.1K (-
0.1K). The zero contour is drawn bold.
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Case Period | Trunc.| % Var. | GHG T-A ANTHRO NATURAL | v; 15
Surface 1897-97| 40 96.4 | 5.85 3.77 3.35 1.7 40 27
(century) 1897-97| 20 91.3| 7.45 450 3.93 1.43 40 27
No-weight | 1897-97| 40 83.2 | 5.06 - 2.72 1.16 40 27
1897-97| 20 65.9| 6.17 - 3.01 1.36 40 27
Index 1897-97| 18f 98.0| 6.42 - 3.75 1.39 40 27
1897-97 9 67.0| 7.82 - 3.78 1.43 40 27
90-year 1897-87| 36 94.9| 447 - 2.33 1.14 42 27
1897-87| 19 91.7| 5.72 - 2.77 1.35 42 27
1907-97| 36f 96.0 | 5.60 - 3.32 1.01 42 27
1907-97| 19 91.7 | 6.93 - 3.86 1.17 42 27
Surface 1897-47| 27 95.6 | 1.54 - 1.35 1.37 27 33
(50-year) 1907-57| 27 95.1] 1.92 - 1.29 1.44 27 33
1917-67| 27 941 2.21 - 1.23 1.39 27 33
1927-77| 27 91.8| 3.01 - 1.70 1.59 27 33
1937-87| 27 86.3 | 3.97 276 2.34 1.57 27 33
1947-97| 27 9291 4.79 437 3.66 1.60 27 33
Free Atmos.| 1961-95| 77 48.0 | — 6.11 5.90 0.97 36 42

Table 1: Signal properties
Shown for each analysis are the truncation used (third column), and the fraction of the observed variance (after processing)
after filtering in the truncated eigenvector space (fourth column). By processing we mean, for example, projection onto
spherical harmonics and weighting W(l/Zl + 1) for the surface analyses and, zonal-meaning and mass weighting for the
free atmosphere analysisdenotes cases in which the truncation used is less than the largest possible. Cases in italic are when
tests for signal degeneracy suggest that the three-signal combination is degenerate.
The centre columns show the signal-to-noise ratio (SNR—see Section 4.6 for details) of the simulated Bign@gor-
ANTHRO) is identical toANTHRO before 1975. Therefore results frofRoP-ANTHRO are not shown for those 50-years
analyses before 1937-77 and for the sensitivity analyses. SNR values shown‘veith @here the value is not significantly
different, at the 90% level, from unity (that expected by chance) suggesting significant noise contamination of that simulated
signal.
Shown in the right-hand columns are the estimated d&fof(v1) andCx, (v2).

Signal Amplitude
Case Truncation| G SO NATURAL
Century 40|| 1.03,/ 0.79/ 0.84/
Century 20|l 0.85/ 0.55/ 1.11/
No-weight 40| 0.96/ 0.67,/ 0.87/
No-weight 20| 0.79/ 0.49 1.03/
Index 18| 0.96,/ 0.83/ 0.60
Index 91 077/ 058/ 0.70
90-year 1897-1987 3¢ 0.95/ 0.7,/ 1.05/
90-year 1897-1987 19 0.79,/ 0.50 1.0%/
90-year 1907-1997 36| 1.03/ 0.89/ 0.70/
90-year 1907-1997 19 | 0.86/ 0.63,/ 0.97/

Table 2: Sensitivity studies

The best-estimate signal amplitudes for the base analysis (century) and sensitivity studies are shown. Detectable
signals are denoted by.@and when the signal amplitude is inconsistent with unityie shown. Cases in italic

are when tests for signal degeneracy suggest that the three-signal combination is degenerate. The dof used in the
tests are given in Table 1.
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Amplitude/Uncertainty
Case Truncation)| G SO NATURAL
Century 40 440 1.84 1.37
Century 20 340 111 149
No-weight 40 361 144 152
No-weight 20 273 0.98 1.45
Index 18 3.84 182 0.95
Index 9 226 1.19 0.78
90-year 1897-1987 36 3.07 154 1.93
90-year 1897-1987 19 247 091 151
90-year 1907-1997 36 422 193 1.04
90-year 1907-1997 19 3.28 121 1.05

Table 3: Ratio of signal amplitudes to uncertainty range

Shown, for the sensitivity studies and base century analysis, are the ratio of the best-estimate signal amplitudes to
half the uncertainty range. Inflating the simulated variability by this factor (sc&lipgby it squared) makes the

signal amplitude consistent with zero at the 5% level. Where the factor is greater than unity then it is the minimum
amount needed to inflate the simulated variability so that the signal is no longer detected.
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